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Abstract. This paper addresses a significant limitation that prevents
Contrastive Language-Image Pretrained Models (CLIP) from achiev-
ing optimal performance on downstream image classification tasks. The
key problem with CLIP-style zero-shot classification is that it requires
domain-specific context in the form of prompts to better align the class
descriptions to the downstream data distribution. In particular, prompts
for vision-language models are domain-level texts (e.g., “a centered satel-
lite image of ...”) which, together with the class names, are fed into the
text encoder to provide more context for the downstream dataset. These
prompts are typically manually tuned, which is time consuming and often
sub-optimal. To overcome this bottleneck, this paper proposes uCAP, a
method to automatically learn domain-specific prompts/contexts using
only unlabeled in-domain images. We achieve this by modeling the gen-
eration of images given the class names and a domain-specific prompt
with an unsupervised likelihood distribution, and then performing infer-
ence of the prompts. We validate the proposed method across various
models and datasets, showing that uCAP consistently outperforms man-
ually tuned prompts and related baselines on the evaluated datasets:
ImageNet, CIFAR-10, CIFAR-100, OxfordPets (up to 2%), SUN397 (up
to 5%), and Caltech101 (up to 3%).

1 Introduction

Contrastive Language-Image Pretrained Models are trained to align images and
natural language representations. Models trained for representation alignment
across modalities (e.g., CLIP [19], CLIPA [12], CoCa [30]) excel at tasks such
as zero-shot classification and information retrieval. In zero-shot classification,
for example, one first collects a class description for each class, and then, for
each image at test time, the predicted class is the nearest class description in
the representation space. Typically, to retrieve these class descriptions with high
fidelity, practitioners would often need to combine the class name with a hand-
designed text prompt template. These prompt templates contain the domain-
specific context, which helps to better align the class names and the image
⋆ Work done when Tuan was at the University of Oxford and doing an internship at Meta
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Fig. 1: Class Description Alignment: The downstream image distribution might
be shifted from the pretraining distribution (e.g., “satellite images of houses” is a sub-
domain of “house”), thus the class description without any domain-specific context
might be misaligned. This necessitates alignment through the use of domain-specific
contexts. However, alignment with hand-tuned prompts (dotted line) is suboptimal.
Our method, uCAP, automatically learns prompts in an unsupervised manner, leading
to better alignment (solid line).

distribution (Fig. 1). For example, for a satellite image dataset, existing zero-
shot classification methods use the prompt “a centered satellite image of {}”,
whereas, for ImageNet, they use prompts such as “a bad photo of {}, a graffiti
of {}”. We argue that these prompts are domain-specific information that is
obtained by either prior domain knowledge or by inspecting the image dataset.

However, there are several problems with this approach of hand-designing
domain-specific prompt templates: they are ad-hoc and potentially dataset-
specific; they are time- and labor-intensive to tune for each dataset; and
the process might not be truly zero-shot (as humans may use a small labeled
validation set to tune the prompts).

Learning prompts automatically without human intervention is crucial, and
we have seen some early attempts at this [1,13,31,32]. However, these methods
require labeled images, which goes against the spirit of zero-shot learning. Our
method, on the other hand, offers a true zero-shot approach that does not rely
on labeled data. While our method can be used in conjunction with few-shot
prompt learning methods for optimal performance, we choose to isolate the two
settings in this paper to evaluate our method’s effectiveness independently.

We propose a method to learn the domain-specific prompts/contexts in an
unsupervised manner using unlabeled target images. Here, we treat each down-
stream task as a domain; and introduce a graphical model of the data genera-
tion process, which assumes that a latent domain-specific context and the given
class names generated the image dataset. To define the likelihood of an image
being generated by this process, we leverage the distance (which is often the
cosine distance in practice) learned by these pretrained vision-language models.
Specifically, we use the above distance between an image and a class description
to form a scalar energy function, which subsequently defines an energy-based
likelihood distribution. The intuition behind this is as follows: if an image was
generated by this generative process, it should be close to at least one class de-
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scription in the representation space. Finally, we perform posterior inference for
the prompts, which are then used for image classification. We name our method
uCAP (unsupervised Contrastive Auto Prompting).

Main Contributions and Insights:

– We propose a novel unsupervised prompt learning method for CLIP-styled
zero-shot classification. Our method is motivated by a natural and intuitive
data generation process, in which a domain-specific text prompt, together
with the class names, generate the downstream image data. This formu-
lation allows us to perform unsupervised learning of the prompts, unlike
most existing prompt learning works [1,13,31,32] that require labels for op-
timization. To the best of our knowledge, uCAP is the first unsupervised
prompt learning method that explicitly leverages the learned inductive bias
of vision-language models (in the form of our energy-based likelihood).

– Through extensive evaluations with a wide range of models, datasets, and
settings, we find that our method consistently outperforms prompt hand-
tuning and other unsupervised learning methods. Thus, uCAP is a robust
method that requires little hyperparameter tuning and generalizes well across
a large number of settings.

– The prompts learned with our method exhibit strong transferability across
settings. In particular, the prompts can be transferred across different dis-
tributions of the same task, and even to completely new tasks.

2 Related Work

Contrastive Language-Image Pretraining: One of the first, and perhaps
most influential, works for cross-modality contrastive pretraining is CLIP [19].
CLIP jointly embeds text and images, which subsequently enables a wide range
of tasks such as text-to-image generation [21], image captioning [15], and gen-
eral visual question answering [11]. Since then, there have been several follow-up
works that either expand to other modalities [3] or scale up model and training
data [2,12]. Our unsupervised prompt learning method can be applied straight-
forwardly to all of these multi-modal contrastive pretrained models [2, 3, 12].

Prompting Contrastive Language-Image Pretrained Models: Prompt
learning has gained popularity alongside the rise of large and/or multimodal
language models, as it offers an effective and efficient way to alter the behavior of
such models. In the context of vision-language models, prompt learning helps to
better align the representations of class descriptions and images, leading to better
predictive performance. There are some early attempts to learn the prompt for
CLIP [1,9, 13,31,32] using labeled images of a downstream task. The drawback
of these methods is that they need to collect some labeled data for training, and
thus are not truly zero-shot. Their results are thus not directly comparable to
ours. However, we will present results comparing our method against those that
utilize few-shot transfer learning (that does not use labels from the target set).
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There also exist methods [14, 18] that use large language models to generate
the prompts for CLIP’s zero-shot classification. However, these methods rely on
much larger generative language models to generate the class descriptions, and
still require partial human tuning. Additionally, our method can be used on top
of these class descriptions to further improve the performance (as illustrated in
the Supplementary Material).

Unsupervised domain adaptation and its application to vision-language
models: Our problem setting can also be viewed as unsupervised domain adap-
tation, since we adapt the pretrained vision-language models during test time
to the downstream classification tasks. Existing test time adaptation methods
such as Pseudo Labels, Entropy Minimization [25], and Invariance Enforcing [16]
typically fine-tune the backbone network (which would be the vision encoder in
our case) with a surrogate loss. However, modifying the vision encoder would
break the alignment learned by the two encoders, degrading the model’s perfor-
mance. The astute reader might wonder if such unsupervised surrogate objectives
can be used to learn the prompts. In fact, [6] has tried this idea (with Pseudo
Labels) for prompting Vision-Language models. To address any concerns here,
we present results showing that our method is superior to these unsupervised
training objectives in Subsection 4.2.

3 Approach: uCAP

Assume that the set of class names Y = {y1, y2, ..., yK} together with the
domain-specific context w generated our dataset X = {x1, x2, ..., xN} (N im-
age datapoints) according to the generative model in Figure 2. In particular, w
is a text prompt which shows the domain context for the dataset generation.
For example, if the class names are “plant” and “animal”, two prompts “in water”
and “on land” will yield completely different image datasets. Note that our for-
mulation only requires knowing the set of class names Y = {y1, y2, ..., yK}, not
the specific class of each image (thus our method is unsupervised). We use xi

as the image representation, which is the embedding from the pretrained vision
encoder for each image, for simplicity and efficiency (e.g., we only have to collect
and store the image representations for the optimization). For exposition (not-
ing that uCAP is unsupervised), assume that the class names Y and the dataset
X are given, and that our goal is to infer the domain-specific context w. Here,
and throughout this paper, we use “domain” to refer to a downstream task, e.g.,
ImageNet classification.

Note that throughout this section, we refer to the datapoints as images.
However, our method can be easily extended to other modalities, such as video
and audio. In the Supplementary Material, we present an experiment with a
video dataset (UCF101 [23]) to further support this.

To define the joint distribution for the inference of w, we need to define the
prior of w and the likelihood of the data given the domain-specific context w.
Following standard practice [1,32] in the prompt learning literature, we perform
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Fig. 2: Graphical Model: We assume a generative model p(x|Y,w) that goes from
language to images as follows: The class labels Y together with the domain-specific
context w generate the image representations. For example, if the class labels are
“animal” and “plant”, two different domain contexts “in water” and “on land” will lead
to two completely different datasets.

“soft prompt” learning, meaning that we learn the prompt in the continuous
token embedding space.

Prior (for a prompt of length L):

p(w) =

L∏
l=1

p(wl) =

L∏
l=1

N (wl;µ,Σ), (1)

where µ is the mean and Σ is the covariance matrix. These quantities can be
hard-coded (e.g., µ = 0, Σ = αI), or can be computed from the empirical token
embeddings of the model. In practice, we set µ and Σ to be the mean and
covariance of the token embeddings across the vocabulary. This prior ensures
that the soft prompt stays within the range of the natural token embeddings
during training. We model the prior as a Gaussian distribution because of its
simplicity, and that it works well in all of our experiments.

Likelihood: We use the inductive bias (i.e., the representation alignment be-
tween texts and images of similar concepts) learned by the fixed pretrained model
to define the likelihood, in the form of an energy-based distribution. Specifically:

p(X|Y,w) =
N∏
i=1

p(xi|Y,w) =
N∏
i=1

e−E(xi,Y,w)

ZY (w)
,

where ZY (w) is the normalizing constant:

ZY (w) =

∫
Rk

e−E(x,Y,w)dkx,

where k is the dimension of x and dkx is the k-dimensional volume differential.
The scalar energy function is defined as:

E(x, Y, w) = min
m

D [x, fϕ(w ⊕ ym)] , (2)
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where fϕ is the pretrained language encoder and D is the distance of choice (the
CLIP models use the cosine distance). With some abuse of notation, ⊕ denotes
the concatenation in the token embedding space (i.e., the class name ym is first
converted to the continuous token embedding, then concatenated to w).

Intuitively, this simple energy function means that, in order for an image to
be created by Y and w, it should be close (in representation) to one domain-
specific class description w⊕ym of a class m. In other words, the domain-specific
context w needs to bring the class descriptions closer to the image dataset.

Given this joint distribution, our goal is to infer the posterior p(w|X,Y ) and
use it for image classification as:

p̂(y∗|x∗) = Ep(w|X,Y ) [p̂(y
∗|x∗, w)] , (3)

where p̂(y∗|x∗, w) is the typical CLIP-styled predictive distribution given an
image representation x∗ and the prompt w.

Given the prior and the likelihood, there are several options for posterior in-
ference: approximate inference (e.g., variational inference), exact sampling (e.g.,
stochastic gradient Langevin dynamics), or Maximum a Posteriori (MAP) point
estimations then ensemble. In practice, we use the last option (MAP point esti-
mations and then ensemble) as approximate Bayesian inference due to its sim-
plicity and effectiveness (although this interpretation might be controversial and
contested [28]). Simply put, we use gradient descent to find several points w
(from different initializations) that maximize the MAP objective (Eq. 4) and
ensemble them for the final prediction (Eq. 3).

Note that the above likelihood function is fully unsupervised. This allows us
to do unsupervised inference of w. Specifically, the MAP objective is:

max
w

[
1

N
log p(w) +

1

N

N∑
i=1

log p(xi|Y,w)

]
(4)

=max
w

[
1

N
log p(w)− 1

N

N∑
i=1

E(xi, Y, w)− logZY (w)

]
.

While log p(w) (Eq. 1) and E(xi, Y, w) (Eq. 2) are easy to compute, logZY (w)
is intractable. Fortunately, we can compute the gradient of logZY (w) w.r.t. w as
below (the detailed derivation is provided in the Supplementary Material):

∇w logZY (w) = −Ep(x|Y,w) [∇wE(x, Y, w)] .

Therefore, our gradient estimator of Eq. 4 is:

1

N
∇w log p(w)− 1

N

N∑
i=1

∇wE(xi, Y, w) + Ep(x|Y,w) [∇wE(x, Y, w)]

≈ 1

N
∇w log p(w)− 1

N

N∑
i=1

∇wE(xi, Y, w) +
1

M

M∑
i=1

∇wE(x̃i, Y, w), (5)
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where x̃i ∼ p(x|Y,w), i ∈ {1, 2, ...,M}.
Note that {x̃i}Mi=1 are the datapoints sampled from the current distribution

p(x|Y,w), not our real observed datapoints {xi}Ni=1. To sample from the distri-
bution p(x|Y,w) (knowing only its energy function), we use Stochastic Gradient
Langevin Dynamics [27]:

x̃(0) ∼ π(x),

x̃(t+1) = x̃(t) − ϵ∇xE(x, Y, w) +
√
2ϵz(t), (6)

where z(t) ∼ N (0, I) and π(x) is a sampling prior distribution (often set to
standard Gaussian). We set ϵ = 1e − 6 and perform 200 (very light-weight)
iterations of Eq. 6 for the sampling.

Comparison to Prompt Learning with Pseudo Label [6]: As this, to the
best of our knowledge, is the only prior work in the literature of unsupervised soft
prompt learning for vision-language models, we discuss the differences between
their method and ours here. At first glance, the two methods might look similar
since our energy function in Eq. 2 also seems to encourage the representation
of each image to be close to the current most likely predicted class. However,
there are some subtle but important differences. First of all, [6] pre-computes the
pseudo labels for the image dataset before training, and use them for finetuning
with the cross-entropy loss. This does not allow for flexible rearrangement of
the classes/representations. Our method, on the other hand, only encourages
each image representation to be close to one class description, thus allowing
flexible rearrangement of the classes and representations. Note that the version
of [6] which recomputes the pseudo labels after every epochs (thus allowing
class rearrangement) does not work in practice, as it often collapses like entropy
minimization [25]. More importantly, our method outperforms [6] in all settings.

On the complexity of using an ensemble of prompts: As aforementioned,
we find several MAP estimations of w and ensemble them for the final predic-
tion (Eq. 3). Similarly, CLIP also ensembles a number of hand-tuned prompts.
It should be noted that the inference cost (after the prompts are learned) with
multiple prompts is almost unchanged, since the class embeddings are precom-
puted for each prompt, and we only have to run the vision encoder once for each
image. Only the training cost will scale (linearly) with the number of prompts.
This is often not a problem in practice.

Implementation: In practice, we replace the coefficient 1
N of ∇w log p(w) by a

tunable hyperparameter α to make it independent of the datasets – this is also a
standard practice in Bayesian inference. Additionally, we set M = N , similar to
other works on energy-based models. We also observe that using pseudo labels
help stabilize the training, so we use the cross-entropy loss with pseudo labels as a
auxiliary objective with a small coefficient of 0.1. Note also that we initialize the
prompt w randomly for each MAP estimation. We do not use the dataset-specific
hand-tuned prompts at any stage during optimization (some existing works use
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these prompts for either prompt initialization or pseudo labels generation). We
emphasize that we only perform very light hyper-parameter tuning for our method
– this illustrates the robustness of our method and shows that it requires minimal
human tuning in practice. In particular, we use the same sets of hyper-parameters
for all datasets; and only use two configurations of hyper-parameters (one for
all CLIP variants and one for OpenCLIP and CLIPA, due to the differences in
model sizes and their training datasets):

– CLIP variants: Adam [7] optimizer for 40 epochs, lr=0.001, α=0.0001 (co-
efficient of the log prior), prompt w of length 10.

– OpenCLIP and CLIPA: Adam optimizer for 40 epochs, lr=0.01, α=0.001
(coefficient of the log prior), prompt w of length 5.

4 Experiments

In this section, we extensively validate our method with different models, datasets,
and settings. Our main results (Subsection 4.1 and 4.2) illustrate that our
method is superior to prompt hand-tuning and other unsupervised methods,
and the additional experiments in Subsection 4.3 show that uCAP is more fa-
vorable when compared to few-shot prompt learning methods, that our method
works well in the online learning setting, and that the learned prompts can be
transferred in various settings.

4.1 Experiment Settings

In this subsection, we describe the setting of our main experiments, which include
a wide range of models and datasets.

Models: We consider popular and state-of-the-art contrastive language-image
pretrained models, namely:

– All variants of CLIP [19]: RN50, RN101, ViT-B/32, ViT-B/16, and ViT-
L/14@336px.

– The best performing variant of Open-CLIP [2]: ViT-G/14.
– The best performing variant of CLIPAv2 [12], ViT-H/14, which is also state-

of-the-art for zero-shot classification among the open-sourced models.

Datasets: We benchmark several popular image classification datasets, includ-
ing ImageNet [22], CIFAR-10 [8], CIFAR-100 [8], OxfordPets [17], SUN397 [29],
and Caltech101 [10]. Our evaluation setting is identical to that of CLIP [19].

Baselines:

– Class names only: The baseline where we only use the class names as the
class descriptions, without any prompts.
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– Class names + HTPs (Hand-tuned prompts): This baseline uses the
hand-tuned prompts reported in the CLIP, CLIPA, and Open-CLIP pa-
pers. Note that the number of hand-tuned prompts varies among datasets
(presumably due to lack of human labor to excessively tune all datasets):
ImageNet has the most number of hand-tuned prompts (80). We re-evaluate
all the models on the chosen datasets (our re-evaluated numbers are very
close to the reported ones).

– Pseudo Labels (for Prompt Learning): We also apply some of the most
common unsupervised domain adaptation methods, namely Entropy Mini-
mization and Pseudo Labels, for the prompt learning setting. However, En-
tropy Minimization often collapses in practice (this agrees with the observa-
tions in [16,25]). Therefore, we only report the results for the Pseudo Labels
baseline. Note that [6] proposed the same unsupervised prompt learning
method with Pseudo Labels. However, they only report results for CLIP-
RN50, and some numbers are different from existing works (e.g., largely
different than the numbers reported in CLIP [19]). Therefore, we re-evaluate
the method for all the models and datasets considered in this paper, with
our standardized setting.

– uCAP (ours): Our proposed method. We test the variants with 1 prompt
and 10 prompts.

4.2 Main Results

Table 1 shows the results of uCAP as well as the baselines for the seven mod-
els and six datasets. Overall, using more prompts leads to better performance
(similar to the hand-tuned prompts case), and our method outperforms other
baselines in virtually all settings. This indicates that the hand-tuned prompts are
often not optimal (while being time- and labor- intensive). For datasets where
the hand-selected prompts are relatively under-tuned (e.g., SUN397), uCAP of-
fers up to 5% improvement over the human-selected prompts. Note that Pseudo
Labels (a classic unsupervised domain adaptation method) does offer some im-
provement over the Class Names Only baseline. However, using that method
alone is not sufficient (compared to hand-tuned prompts and our method), since
it does not directly leverage the inductive bias (representation alignment) cap-
tured by the encoders.

We also investigate the effect of the number of prompts on the final classifi-
cation performance. Figure 3 illustrates this relationship for both natural (hand-
tuned) prompts and the prompts learned by uCAP. In both cases, more prompts
generally translate to better performance. Interestingly, the performance of our
method scales much faster with the number of prompts. We recommend using
5-10 prompts in practice.

4.3 Additional Results and Discussion

Comparison with (few-shot) supervised prompt learning methods: There
are also methods [1, 13, 31, 32] that learn the prompts with labeled data points.
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Table 1: Main Result across 7 models and 6 datasets. Reported numbers are from
5 runs.
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Classnames + HTPs 59.6 71.5 41.9 85.8 59.5 83.1
CLIP Classnames Only 54.8 66.3 36.2 79.4 53.1 75.4
RN50 Pseudo Labels 57.6 67.6 36.3 80.4 55.9 77.1

uCAP (1) 60.5 70.2 41.8 86.6 62.9 85.0
uCAP (10) 61.9 72.4 43.3 87.5 64.6 86.2

Classnames + HTPs 62.2 80.7 48.9 86.8 57.7 84.4
CLIP Classnames Only 58.4 77.3 43.9 80.4 52.8 81.1
RN101 Pseudo Labels 59.2 79.2 45.1 81.8 54.5 84.1

uCAP (1) 62.2 82.6 50.3 86.0 62.7 88.0
uCAP (10) 63.7 83.5 51.7 86.8 64.0 88.5

Classnames + HTPs 63.2 89.9 65.1 87.5 62.1 87.1
CLIP Classnames Only 58.5 85.9 60.3 80.0 58.5 84.8

ViT-B/32 Pseudo Labels 61.1 87.5 61.4 81.0 62.1 86.1
uCAP (1) 62.8 89.9 65.4 85.8 65.7 88.0
uCAP (10) 64.7 90.9 66.5 87.2 67.0 88.6

Classnames + HTPs 68.6 90.8 68.3 89.1 64.1 88.0
CLIP Classnames Only 63.5 86.5 62.0 81.6 59.6 85.0

ViT-B/16 Pseudo Labels 66.1 89.3 63.8 82.7 62.8 87.4
uCAP (1) 68.1 91.6 68.1 88.5 67.9 89.3
uCAP (10) 69.7 91.9 69.2 89.9 69.8 89.9

Classnames + HTPs 76.2 94.9 77.0 93.8 68.2 91.3
CLIP Classnames Only 72.2 89.0 72.3 87.7 63.7 86.4

ViT-L/14 Pseudo Labels 73.9 92.1 74.3 89.4 66.3 87.9
@336px uCAP (1) 75.6 95.7 77.5 94.8 72.1 91.0

uCAP (10) 77.2 96.0 78.7 95.5 73.8 91.3

Classnames + HTPs 80.1 98.2 87.6 95.2 74.3 92.8
OpenCLIP Classnames Only 76.7 86.6 77.8 90.9 69.4 90.0
ViT-G/14 Pseudo Labels 78.3 88.7 81.8 91.3 72.8 92.3

uCAP (1) 79.3 98.6 87.5 94.9 76.4 92.6
uCAP (10) 80.3 98.7 88.1 95.3 77.5 92.8

Classnames + HTPs 81.0 98.8 89.1 95.3 73.2 92.9
CLIPA Classnames Only 79.4 98.6 87.0 93.2 70.8 91.4

ViT-H/14 Pseudo Labels 80.0 98.9 88.1 93.3 72.0 92.4
uCAP (1) 80.3 99.0 89.5 95.1 75.0 92.5
uCAP (10) 81.0 99.1 90.0 95.6 75.3 93.0

Since these methods require labels for the prompt optimization, they need to
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Fig. 3: Effect of the number of prompts on zero-shot classification performance. For
both hand-tuned and learned prompts, more prompts generally lead to better perfor-
mance. Interestingly, our performance scales much faster with the number of prompts
when compared to hand-tuned prompts.

do transfer learning from a labeled source dataset when the target dataset is
unlabeled. We compare uCAP to two such approaches, namely CoOp [32] and
Plot [1], since they 1) use the same domain-level (not instance-level) prompts
as ours and 2) conduct the transfer learning experiment. Specifically:

– CoOp [32], Plot [1]: perform transfer learning from a labeled source dataset
to an unlabeled target dataset. In their experiment, CoOp and Plot perform
transfer learning from ImageNet to ImageNetV2 [20], ImageNet-Sketch [26],
ImageNet-R [4], ImageNet-A [5]. We use the reported performance from
their paper. Note that Plot only reports results for CLIP-RN50, while CoOp
reports results for CLIP-RN50, RN101, ViT-B/32, and ViT-B/16. Both Plot
and CoOp use 16000 labels.

– uCAP (ours): performs unsupervised learning on the unlabeled dataset
directly. In this sense, our method tackles a harder problem than CoOp and
Plot, since it does not have/need access to a labeled source dataset.

We focus on CLIP variants RN50, RN101, ViT-B/32, and ViT-B/16, as these
are the models investigated in the CoOp paper. Our findings, presented in Ta-
ble 2, show that our method uCAP surpasses CoOp by approximately 1.5% on
average. Notably, uCAP outperforms CoOp and Plot in most datasets, including
ImageNet-Sketch, ImageNet-A, and ImageNet-R, demonstrating its effectiveness
and versatility. This is remarkable, given that uCAP does not rely on labeled
source data from ImageNet, unlike CoOp and Plot. However, CoOp and Plot ex-
hibit better performance in ImageNetV2, and we hypothesize that this is likely
due to the relatively small distribution shift between ImageNet and ImageNetV2,
which enables labeled data from ImageNet to provide substantial information for
ImageNetV2.
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Table 2: Comparison with CoOp. CoOp performs transfer learning from labeled
ImageNet to other target datasets, while our method performs unsupervised prompt
learning directly on each dataset (thus does not require a labeled source dataset).
Reported numbers are from 5 runs
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Classnames + HTPs 51.84 32.89 23.95 56.73 41.35
CLIP Classnames Only 48.64 30.27 20.83 56.87 39.15
RN50 Plot (16000 labels) 55.11 33.00 21.86 55.61 41.39

CoOp (16000 labels) 55.40 34.67 23.06 56.60 42.43
uCAP 54.70 36.21 24.07 61.80 44.19

Classnames + HTPs 55.90 39.74 30.95 65.96 48.14
CLIP Classnames Only 51.85 35.80 27.56 64.43 44.91
RN101 CoOp (16000 labels) 58.60 40.40 29.60 64.98 48.39

uCAP 57.47 41.51 31.02 69.09 49.77

Classnames + HTPs 55.40 40.92 32.13 66.66 48.79
CLIP Classnames Only 51.50 37.37 29.19 65.93 46.00

ViT-B/32 CoOp (16000 labels) 58.24 41.48 31.34 65.78 49.21
uCAP 57.74 42.33 32.90 70.39 50.84

Classnames + HTPs 61.49 46.96 50.28 75.36 58.22
CLIP Classnames Only 58.04 43.08 45.39 74.61 55.28

ViT-B/16 CoOp (16000 labels) 64.56 47.89 49.93 75.14 59.38
uCAP 63.38 48.84 51.76 78.40 60.60

Do the prompts have semantic meaning? A natural question is if the
learned prompts have any meaning. Recall that we optimize in the token em-
bedding space (soft prompt). Therefore, the best way we can check for semantic
meaning is to map the soft prompts back to actual words by algorithms such
as nearest neighbour. Similar to the observations from other recent soft prompt
learning works [32], we also find that the prompts do not have any semantic
meaning (nor are even legible English).

Transferability of the prompts: Another natural question is whether the
learned prompts can be transferred, i.e., learn the prompts in one setting and
test them in another setting. We first re-emphasize that uCAP is easily applicable
to virtually any inference setting (just use the unlabeled test data for prompt
learning), and thus transfer learning is often not needed. However, it is still
interesting to see how the unsupervised-learned prompts perform in a transfer
learning setting, in case of a sudden change in the data distribution (e.g., the
camera sensor gets replaced, continual task change, etc.). Note that this result
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Table 3: Transfer learning. Unsupervised prompt learning on ImageNet and infer-
ence on other target datasets. We use 10 prompts for uCAP. Reported numbers are
from 5 runs.
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Classnames + HTPs 51.8 32.9 24.0 56.7 71.5 41.9 85.8 59.5 83.1
CLIP Classnames Only 48.6 30.3 20.8 56.9 66.3 36.2 79.4 53.1 75.4
RN50 uCAP 54.4 35.1 24.0 58.9 72.0 44.1 86.1 62.8 85.9

Classnames + HTPs 55.9 39.7 31.0 66.0 80.7 48.9 86.8 57.7 84.4
CLIP Classnames Only 51.9 35.8 27.6 64.4 77.3 43.9 80.4 52.8 81.1
RN101 uCAP 56.9 40.9 30.5 66.7 82.8 51.7 86.8 63.6 88.5

Classnames + HTPs 55.4 40.9 32.1 66.7 89.9 65.1 87.5 62.1 87.1
CLIP Classnames Only 51.5 37.4 29.2 65.9 85.9 60.3 80.0 58.5 84.8

ViT-B/32 uCAP 57.1 42.1 32.3 68.0 90.0 66.5 87.3 65.6 89.0

Classnames + HTPs 61.5 47.0 50.3 75.4 90.8 68.3 89.1 64.1 88.0
CLIP Classnames Only 58.0 43.1 45.4 74.6 86.5 62.0 81.6 59.6 85.0

ViT-B/16 uCAP 62.7 48.7 50.8 77.4 91.1 69.7 89.8 68.0 90.9

CLIP Classnames + HTPs 70.3 60.3 77.5 88.7 94.9 77.0 93.8 68.2 91.3
ViT-L/14 Classnames Only 65.7 56.6 71.0 86.0 89.0 72.3 87.7 63.7 86.4
@336px uCAP 71.0 60.7 78.7 89.2 95.3 78.6 92.6 72.0 91.0

should not be compared to the transfer learning setting of CoOp, since CoOp uses
labeled data from the (ImageNet) source dataset. Our findings are as follows:

– Transferability across models: This is not feasible because each model has
a different token embedding look-up table (the token embedding dimension
might even change across models).

– Transferability across different domains of the same task: For this experi-
ment, we perform transfer learning from ImageNet to ImageNetV2, ImageNet-
Sketch, ImageNet-A, and Imagenet-R. Note that we only use the unlabeled
image from the source dataset (ImageNet). Table 3 (first half) shows the
result of this experiment, indicating that the prompts can be transferred
across different domains and withstand some degree of distribution shift.

– Transferability across tasks: This is not guaranteed, since the prompts are
learned in a task-specific manner. However, in practice, we observe a strong
capability of transferring the prompts across tasks, especially from a more
complex task (ImageNet) to other tasks. We report the performance of
prompts learned by ImageNet on other tasks (CIFAR-10, CIFAR-100, Ox-
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Table 4: Different variants of our method (using 10 learnable prompts) on ImageNet.

CLIP Model

uCAP variant RN50 RN101 ViT-B/32 ViT-B/16 ViT-L/14

uCAP - Online Learning 61.4 63.3 64.5 69.4 76.9
uCAP (offline) 61.9 63.7 64.7 69.7 77.2

Classnames + HTPs 59.6 62.2 63.2 68.6 76.2

fordPets, SUN397, and Caltech101) in the second half of Table 3. Overall,
the learned prompts offer a large performance gain compared to the Class
Names Only baseline, and are even better than the hand-tuned prompts in
most cases.

Online learning setting: To enable true zero-shot learning, we also consider
an online learning setting. This can be viewed as test time adaptation [24,25], as
the model does not receive any training/adaptation data before deployment, and
must simultaneously give prediction to unlabeled test data points and use them
for adaptation. Our method can be applied straightforwardly to this setting;
specifically, for each test data mini-batch, we use the gradient in Eq. 5 to update
the prompts, and use the prompts to make prediction for the test data points.
We perform this process continually without resetting the prompts at each mini-
batch (similar with test time adaptation). Note that prior works [1, 6, 32] do
not consider this setting. Table 4 shows that our method performs well in this
scenario (using a test batch size of 64), with the results being just a bit worse
than the offline setting (which is attributable to the initial warm-up period of
several mini-batches when the prompts are not yet learned optimally).

5 Conclusion

To conclude, we propose uCAP, an unsupervised method to automatically learn
the prompts for zero-shot prediction in vision-language models. In particular, we
model a data generation process that includes a domain-specific context (which,
together with the class names, generates the images), and use an unsupervised
energy-based distribution as the likelihood. This allows us to infer back the do-
main contexts, and use them for the classification. Our method shows superior
performance when compared to hand-tuned prompts and relevant baselines. Fu-
ture research directions include: to generalize the energy-based formulation to
other prompt learning settings, and to consider the instance-level prompts for
zero-shot classification (although our preliminary experiments suggest that the
performance gain is not worth the added complexity of additional networks).
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A Gradient of logZY (w)

∇w logZY (w) =
∇wZY (w)

ZY (w)
=

∫
∇we

−E(x,Y,w)dx

ZY (w)

=

∫
e−E(x,Y,w)∇w log e−E(x,Y,w)dx

ZY (w)

=

∫
e−E(x,Y,w)

ZY (w)
∇w log e−E(x,Y,w)dx

= −
∫

p(x|Y,w)∇wE(x, Y, w)dx

= −Ep(x|Y,w) [∇wE(x, Y, w)]

≈ − 1

M

M∑
i=1

∇wE(x̃i, Y, w),

where x̃i ∼ p(x|Y,w), i ∈ {1, 2, ...,M}, and the last equation is obtained from
Monte Carlo sampling.

B Classification via Descriptions

To show that our method is truly versatile, in this section, we combine uCAP
with [14] (which use class descriptions generated by a large language model
instead of the default class names). We use the same class descriptions as released
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Table 5: Comparison with “Classification via Descriptions”.
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Classification via Description [14] 67.9 86.9 58.1 76.2 91.7 64.9
uCAP + Descriptions 69.6 90.1 58.3 77.6 94.7 65.2

Table 6: Results for UCF101 action recognition dataset with CLIP.

Method RN50 RN101 ViT-B/32 ViT-B/16 ViT-L/14 ViT-L/14@336

Classnames Only 61.79 63.68 66.28 68.26 74.23 73.82
Classnames + HTPs 68.39 67.52 69.18 73.83 80.44 79.75

uCAP 68.64 70.50 70.71 74.46 80.77 80.74

in their official github page 4, and additionally learn domain-level prompts with
uCAP. The results of this experiment is presented in Table 5, which shows that
uCAP can further improve the performance of class descriptions generated by
Large Language Models.

C Video Experiment

We also perform an experiment on the UCF101 video dataset [23]. This is an
action recognition dataset which consists of 101 actions. For each video, we sam-
ple 60 frames randomly, and average the frames’ representation to get the video
representation. For the hand-tuned prompts baseline, we use the same prompts
as proposed in the CLIP paper [19]. As illustrated in Table 6, our method uCAP
can be straightforwardly extended to this modality and the learned prompts lead
to significant improvement in accuracy.

4 https://github.com/sachit-menon/classify_by_description_release
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